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networks of class B, a receiver has to monitor only 
its own frequency hopping pattern. This seems to 
be the only realistic assumption if the receiver is a 
mobile user. 

Abstract 

In this paper we examine the multiple access capa- 
bility of frequency hopped, receiver oriented, spread 
spectrum packet radio networks. The most impor- 
tant indicator of the multiple access capability of a 
spread spectrum packet radio network is the induced 
packet error probability. In this work, we first deter- 
mine the interdependence of byte errors of the de- 
sired transmission (i.e., packet) due to the multiple 
access interference caused by other packets. Then, 
we propose an exact and two approximation meth- 
ods for the computation of the packet error probabil- 
ity. Our results indicate that the byte errors exhibit 
a Markovian structure. 

1. Introduction 

Frequency hopped spread spectrum (FH-SS) pac- 
ket radio networks belong to two distinct classes. 

Class A: Transmitter-oriented FH-SS packet radio 
networks 

Class B: Receiver-oriented FH-SS packet radio net- 
works. 

In networks of class A ,  every transmitter in the 
network is assigned its own frequency hopping pat- 
tern. A transmitter sends a packet utilizing its own 
frequency hopping pattern. As a result, a receiver 
must monitor all frequency hopping patterns of the 
transmitters within range. This seems to be unreal- 
istic if the receiver corresponds to a mobile user in a 
multi-hop packet radio network. On the other hand, 
in networks of class B, every receiver in the network 
has its own frequency hopping pattern. A transmit- 
ter sends a packet utilizing the frequency hopping 
pattern of the intended receiver. Consequently, in 

In this paper, we compute the packet error prob- 
ability induced in receiver- oriented, frequency hop- 
ped spread spectrum packet radio networks. The 
packet error probability is the best indicator of the 
multiple access capability of a spread spectrum pac- 
ket radio network. The interference between packet 
transmissions in a spread spectrum multiple access 
environment produces depentent bit or byte errors. 
Hence, the evaluation of the bit or byte error prob- 
ability is not sufficient for the computation of the 
packet error probability. The computation of the 
packet error probabilty for transmitter oriented, fre- 
quency hopped, spread spectrum packet radio net- 
works has been examined before ([1],[2],[3],[4]). It 
is the first time though, to the best of our knowl- 
edge, that the problem of computing packet error 
probabilities in receiver oriented, frequency hopped, 
spread spectrum packet radio networks, is formally 
addressed. In our formulation, the interdependence 
of bit or byte errors will be taken into account. 

2. The Model 

In our basic model of a receiver oriented, frequency 
hopped, spread spectrum packet radio network we 
make the following assumptions. 

A.2) The dwell interval is equal to the hop inter- 
val. 

A.3) The dwell (hop) interval contains only one 
codeword symbol (byte) of the Reed Solomon code. 

A.4) The only noise present is due to multiple 
access interference. 

A.5) The channel time is divided into slots and 
the users in the network initiate their packet trans-) 
missions at the beginning of some slot. 
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A.6 Every receiver in the network is assigned a 

ceivers in the network are assigned statistically 
independent frequency hopping patterns. Every 
frequency hopping pattern is a sequence of inde- 
pendent random variables. Each random variable 
is uniformly distributed over a set I of q frequen- 
cies (i.e. I = 1,2, ..., a) .  These patterns are called 
memoryless hopping patterns. 

A.7) A bute hit results in a byte error (we say 
that a byte of a packet is hit if during its reception 
by a receiver some other packet occupies the same 
frequency that this packet occupies). 

A.8) The network is a receiver oriented, frequency 
hopped, spread spectrum packet radio network 
(this implies that a transmitter sends a packet 
utilizing the frequency hopping pattern of the in- 
tended receiver). 

A.9) A receiver locks on to a packet within a slot, 
if and only if, this packet is the only one utilizing 
the frequency hopping pattern of the receiver. 

In the following section we are going to present 
three methods for the computation of the packet er- 
ror probability. 

ran h om frequency hopping pattern. Different re- 
In Figure 1, we show the frequencies correspond- 

ing to bytes j - 1 , j  and j + 1 of packet #l. In the 
same Figure, we show the frequencies, utilized by 
the groups GZ and G3 of packets, that affect bytes 
j - 1,j and j + 1 of packet #l. In Figure 1, we 
assumed that G2 is a type 1 group and G3 is type 
2 group. It is easy to see from Figure 1 that the 
probability of incorrectly decoding packet #1 is not 
affected if the G2 group consists of two packets and 
the G3 group consists of one packet; one packet in 
the Gz group arrives in the first hop and the other 
packet arrives in the second hop after the arrival of 
packet # 1. 

Let us denote by Pe(K1, Kz) the probability that 
packet #1 is incorrectly decoded, provided that the 
multiple access interference is due to K1 type 1 and 
Kz type 2 groups of packets (note that K1 + Kz = 
K - 1. In Figure 2, we show the frequencies utilized 
by bytes j - 1, j and j + 1 of packet #l. In the same 
Figure, the frequencies, utilized by the bytes of the 
packet arrivals from the K - 1 groups that interfere 
with bytes j - 1 , j  and j + 1 of packet #1 and affect 
Pe(K1, K z ) ,  are also shown. 

Our purpose is to compute the packet error prob- 
ability P e ( K 1 ,  Kz)  for various values of K1 and K z ,  
such that K1 + K z  = K - 1 and K 1  >_ 1. An ex- 
act and two approximation methods are going to be 
examined. 

3. Analysis 

3.1 Preliminaries 3.2 The exact Method 
We initially concentrate on the computation of the 

packet error probability when the maximum propa- 
gation delay t in the network is equal to two hops. 
Then, we will examine the general case. This ap- 
proach simplifies our presentation considerably. 

Let us now denote by G i , l  5 i 5 K ,  the group 
of packets, which utilize the frequency hopping pat- 
tern of receiver R i , l  5 i < K ,  within some slot. 
We assume that the group G1 consists of a single 
packet, and we name this packet #l. We also as- 
sume that receiver R1 locks on to packet #1. We 
denote by { fj; 1 5 j 5 M }  the frequency hopping 
pattern corresponding to receiver R,. Without loss 
of generality, we assume that packet #1 arrives at 
receiver R1 at the beginning of the slot. The groups 
of packets, Gi(2 5 i 5 K ) ,  belong to one of the 
following two types. 

1) A group of packets belongs to type 1, if some 
of the packets in the group arrived within the first 
hop, and the remaining packets arrived within the 
second hop after the arrival of packet #1. 

2) A group of packets belongs to type 2, if all the 
packets in the group arrived either in the first hop 
or in the second hop after the arrival of packet 
#I .  

Let us denote by S ( m l , m z ) , l  5 m2 5 M,mr 5 
mz, the number of bytes from byte ml to byte m2 
of packet #1 that are in error. Then, we can write 

where e is the error correction capability of the code 
((M,L) RS code). 

Let US also define the vectors X . ,  Yj, Zj, Wj, Tj 
and the vectors xi ,  yj, zj, wj, t j  as follows: 

xj = (ff. . . f jKl+1)  ; "j = (s3 . . . s;1+1, 

j = - l , O ,  ... 

j = O , l ,  ... 

j =  1,2, ... 
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Tj = (f; Zj W j )  ; t j  = (s; zj w j )  
j = 1 , 2  ... 

where each si assumes values from a set I of q fre- 
quencies (i.e. I = { 1 , 2 , .  . . q }  . Our goal is to find 
a way to compute P r [ S ( l , M ]  = i]. The first step 
towards this direction is the following proposition. 

Proposition 1: The sequence of random vectors 
T j ( j  2 1) is a Markov chain with stationary transi- 
tion probabilities. 

The proof of Proposition 1 is easy and it is ommit- 
ted. Let us now consider the conditional probability 

Pr[S(2 ,m)  = il(f,' x-1 xo x1 Yo Y1) = 

(4 2-1 xo z1 Yo Y l ) ]  ( 2 )  

with m 2 2 ,  0 5 i 5 m - 1 ,  si E I ,  z - ~ , z o , z ~  E 
IK1 and y o , y 1  E I K 2 .  We can now state one more 
proposit ion. 

Proposition 2: For every m 2 2 and all i such 
that 0 5 i 5 m -  1 the conditional probability in ( 2 )  
depends on the following two events. 

i) The number of distinct components of the vec- 
tor X I .  

ii) The number of distinct components of the vec- 

The proof of Proposition 2 is based on Proposi- 
tion 1 .  The details are ommitted due to lack of 
space. Proposition 2 allows us to write the condi- 
tional probability in (2) as follows. 

tor (zo 5 1  Y 1 )  

Pr[S(2 ,m)  = ill1,n1] (3) 

where 11 and n1 are the number of distinct compo- 
nents of the vectors 2 1  and (XO z1 y l ) ,  respectively. 
A byproduct of the proof of Proposition 2 (see [ 5 ]  for 
more details), is that the conditional probability in 
(3) satisfies the following recursive expressions. 

Pr[S(2,m) = i \ l l ,nI] = 

C C C l ( I l , n l ; l , n ) P I [ S ( 2 , m  - 1 )  = i - lIl,n]+ 

C L \ C 2 ( 1 1 , n 1 ; 1 , n ) P r [ S ( 2 , m  - 1 )  = i l b ]  

I n  

(4) 
I n  

The indices 1 1 , 1  in (4 range from 1 to min(K-1,  q ) .  

m in(K- l ,q -11 )  and1 t o m i n ( K - l , q - l ) ,  respec- 
tively. The expressions for the coefficients C1 and 
C2 are included in [ 5 ] .  The importance of formula 
(4) is that, with known C1 and C2, the probabilities 
Pr(S(2 ,m)  = iIl1,nl\ can be evaluated recursively. 

Furthermore, the in d. ices n1 and n range from 11 to 

One more step is needed to compute P r [ S ( l , M )  = i ]  
for i = e + 1 ,  e + 2 , .  . . M .  We can show that (see 
[51). 

P r [ S ( l , M )  = i ]  = 

The expressions for the coefficients C, and C4 are 
also contained in [ 5 ] .  Formulas (4) and ( 5 )  allow us 
to evaluate P r [ S ( I , M )  = i ]  for i = e + 1 ,  ... M .  
Then Pe (K1, K2) can be computed from (1). 

A drawback of the exact method presented above 
is its computational complexity. The expressions 
for the coefficients C1, C2, C3 and C4 are consider- 
ably involved, and the computational complexity for 
their evaluation increases as K1 + Kz = K - 1 be- 
comes large. Furthermore, the computational com- 
plexity associated with the evaluation of the condi- 
tional probabilities P r  S ( 2 , M )  = illl, nl]  increases 
as either M ,  or K 1  + B 2 = K - 1, or both increase 
(see (4)). 

In section 3.3 we are going to examine two approx- 
imation methods for the computation of Pe(K1, Kz). 
Both of them are less computationally complex than 
the exact method. In section 3.4, the validity of 
the approximations will be investigated by present- 
ing numerical results. 

3.3 Approximation Methods 

Let us denote by Hj(1 5 j 5 M )  random vari- 
ables such that Hj = 1 if the j th  byte of packet 
#1 is hit, and H j  = 0 otherwise. The computa- 
tion of the packet error probability, Pe(K1, K z ) ,  is 
considerably simplified if we treat the random vari- 
ables Hj(1 5 j 5 M )  as independent. Then, our 
first "approximation" to the packet error probabil- 
ity, Pe(K1, Kz),  is given by the following expression. 

where p is the byte error probability. It is easy to 
show that 
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Our second "approximation" to the packet error prob- 
ability can be derived by observing that the random 
variable Hj depends on the random variables Hj-1 
and H .  2 ,  but it is independent of the random vari- 
ables h;-3, Hj-4,. . . , H I .  This observation leads us 
to the second "approximation" method, where we 



treat the random variables Hj(j  2 1) as a second 
order Markov chain. That is, we assume that the 
following equality is true. 

Pr{Hj = ijl{Hk = ik; 1 5 k 5 j - 1)) = 

Pr(Hj = i j lHj -1  = ij-1,Hj-2 = ij-2) (8) 

where j 2 4, i k  = 0 or 1 for 1 5 k 5 j. Un- 
der the assumption that (8) is true, we can com- 
pute an “approximation” to the packet error proba- 
bility Pe(K1, K z ) .  We denote this “approximation” 
Pe,M(Kl,Kz).  The evaluation of Pe M ( K ~ , K ~ )  is 
made possible due to the fact that (8 allows us to 
write recursive equations to compute t h e conditional 
probabilities 

It is worth noting, that the evaluation of Pe,M re- 
quires the knowledge of the probabilty mass func- 
tions of the sequence of the random variables H j ( j  2 
1) up to order three. 

3.4 Numerical Results 

The approximation methods discussed in the pre- 
vious section, however reasonable they may seem, 
are useless if we fail to show their proximity to the 
exact results presented in section 3.2. We expect 
the second approximation to be more accurate, be- 
cause it takes into consideration the dependence of 
the byte errors. In Table 1, we present the values of 
Pe(Kl ,Kz) ,Pe, i (Kl ,Kz)  and Pe,M(Kl,K2) for dif- 
ferent choices of K1 + K2 = K - 1(K 2 2), when 
the (31,15) and the (63,31) RS codes are used for 
the encoding of the packets. Two observations are 
pertinent with the results of Table 1. 

1) The first approximation method induces a rel- 
ative error of less than 0.7 % (i.e. lPe,i-Pel/Pe < 
7 x 

2) The second approximation method gives us a 
packet error probability P , M ,  which is equal to 
the exact packet error probability Pe up to the 
sixth and sometimes up to the eighth most signif- 
icant nonzero decimal point. 

Similar observations hold for other K1 and K2 
choices (see [SI). The entries of Table 1 support our 
previous expectations. The second approximation 
method is more accurate than the first approxima- 
tion method. On the other hand, the exact method 
is more computationally complex than the second 
approximation method, and the second approxima- 
tion method is more complex than the first approx- 
imation method. 

3.5 Extensions 

Some of the results presented in sections 3.1-3.4, 
where t = 2 (i.e. maximum propagation delay in the 
network is equal to two hops), are still applicable 
in the general case when t 2 3. The details are 
ommitted due to lack of space (for more information 
see [5]). 

The excellent results of the Markovian assump- 
tion, when t = 2, and the fact that this assumption 
takes into consideration (at least partially) the in- 
terdependence of byte errors allows us to state the 
following conjecture. 

Conjecture # 1 For networks with maximum 
propagation delay t ( t 2  2), the byte errors exhibit 
a t-order Markovian structure. 

4. Conclusions 

We have examined the problem of computing pac- 
ket error probabilities in receiver oriented, frequency 
hopped, spread spectrum packet radio networks. The 
dependence of byte errors has been completely char- 
acterized by proposition 2 and its immediate exten- 
sions. An important outcome of our work is the 
“educated” Conjecture 1, presented in the previous 
section. Conjecture 1 provides us with a computa- 
tionally efficient method for the approximate evalu- 
ation of the packet error probability induced in the 
above systems. 
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Table 1 
Packet Error Probabilities 

Maximum propagation delay in the 
network is equal to two hops 

q = 50, (31,15) RS code 

K1 K2 
1 0  
1 1  
2 0  
1 2  
3 0  
1 3  

1 0  
1 1  
2 0  
1 2  
3 0  
1 3  

K1 K2 

Pe M 
0.g1852690D-04 
0.19736752D-02 
0.63506013D-02 
0.15874958D-01 
0.60425529D-01 
0.60360377D-01 
Pe,i 
0.51665336D-04 
0.196798 13D-02 
0.63257070D-02 
0.15842149D-01 
0.60278454D-01 
0.60278454D-01 

pt? 
0.51852690D-04 
0.19736752D-02 
0.63505958D-02 
0.15874958D-01 
0.60425489D-01 
0.60360376D-01 
1 Pe ,i - Pe 1 / Pe 
0.36% 
0.29% 
0.39% 
0.21% 
0.24% 
0.14% 

K 

of p a c k e t s  i n t e r f e r i n g  w i t h  

p a c k e t  #1 and  a f f e c t i n g  P (K1,K2) 

t y p e  1 and K2 t y p e  2 groups  1 

p a c k e t  #1 

1 1 1 1 -1j2-. 
1-3 1-1 

! 

K1 

1 1 
.d 1 

t y p e  1 

1 groups  ' 0 '  

f K 1 + l  K1+1 K l + l  K1+1 , 1-3 3-2 3 - 1  
- 

K-K -1 1 
t y p e  2 1 

! c '  
@ I  i groups  

I 

q = 50, (63,31) RS code 

Ki K2 
1 0  
1 1  
2 0  
1 2  
3 0  
1 3  

1 0  
1 1  
2 0  
1 2  
3 0  
1 3  

K1 K2 

Pe M 
0.i96386D-07 
0.67316327D-04 
0.53861051D-03 
0.26749440D-02 
0.25826555D-01 
0.25783565D-01 
Pc,i 
0.890588D-07 
0.66980470D-04 
0.53503315D-03 
0.26658343D-02 
0.25729837D-01 
0.25729837D-01 

Pe 
0.896386D-07 
0.67316327D-04 
0.53860964D-03 
0.26749439D-02 
0.25826525D-01 
0.25783565D-01 
IPe,i - Pcl/Pe 
0.67% 
0.5% 
0.66% 
0.34% 
0.37% 
0.21% 
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